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Abstract—A SystemC Multi-Domain Virtual Prototype (MDVP) framework provides multi-domain system integration of multi-electrode neural interface and a fast validation time, offering more efficient design process. In this paper, we propose efficient neuron cell, neuron tissue, and multi-channel neural interface front-end models implemented in a SystemC MDVP framework, which supports chemical, biological, and electrical domain modeling and simulation. The proposed model offers advantages for designers not only in reducing the design time, but also regarding the system integration. We make use of 8×16-channel front-end recording circuits to implement a 128-channel time-multiplexed neural interface front-end model. These models are verified with realistic simulation settings and appropriate input signals.
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I. INTRODUCTION

Neural networks have been investigated by researchers for several decades. The experiments performed by Hodgkin and Huxley in 1952 gave way to a clearer understanding and precise modeling of the action potentials generation by neurons. Since then, this field has developed rapidly and the interest began to grow from the observation of single intracellular neuron to the simultaneous recording of several individual neurons activity in the cortex [1]. For the past few decades, microelectrodes have been used, together with the neural interface, to examine the neuronal networks activity, which takes form in the Local Field Potential (LFP) and the Action Potential (AP). Each of these two signals has different nature compared to the other in terms of signal bandwidth and amplitude, so versatility is an important attribute that a neural interface system must have. High temporal and spatial recording resolutions are needed to monitor the activity of a large number of neurons simultaneously, leading to multi-channel implementations [1], [2].

For implantable neural interface, area and power are the two main constrains. A minimum measurement resolution of the front-end electronics (including signal-to-noise ratio, effective number of bits, and dynamic range) should be maintained while reducing the area and power to the minimum. This, in addition to the demand for versatility and multi-channel implementation, requires the designers to possess a clear insight about the trade-off between design parameters, such as area, power consumption, and number of channels. A powerful model which could provide critical information about design constrains trade-off can help the system designers in selecting the most effective design considerations based on a certain metric.

Several domains are present in the modeling and simulation of neural networks. Neuron model possesses chemical properties, such as sodium and potassium activities in the Hodgkin-Huxley (HH) model [3]. Biological characteristics exist in the interface between the electrodes and the tissue which affect the noise generated in the neuron signals reading. These signals are then processed in analog domain by the front-end interface before being converted into digital signals and being processed further by the digital back-end spike processing part. Simulating multi-domain blocks proves to be an obstacle in the development of this system. The design and verification of these multi-domain systems is an iterative process, where parts for each physical domain are developed independently and combined in the last stage to realize the final product. With this approach, design errors are often recognized too late in the design cycle, which leads to additional design spins and delayed schedules. Prior research typically model each domain separately, usually written in MATLAB, Verilog-A/AMS, Spice, Simulink, or Simscape, such as electrochemical impedance spectroscopy (EIS) used to characterize electrode-electrolyte interface [4], neural recording noise prediction model created in electrical domain [5], or a SAR ADC noise modeling and analysis [6]. However, since the modeling languages used did not support different time constants in the simulation, multi domains have not been integrated into one simulation environment.

In this paper we introduce key innovations to implement a unified design environment for virtual prototyping by means of:

• A methodology for system design, architecture exploration, and verification of multi-domain systems,

• Very fast system simulation framework for multi-domain systems,

• A ‘correct by construction’ approach for the integration of multi-domain systems.
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Fig. 1 depicts the classical V-model describing a typical design cycle, from product definition to product assembly. This approach has several drawbacks: no common entry point for multi-domain design capture, the various tools used are poorly connected, and the whole system simulation lacks a stimuli to represent the parameters associated with the external world/environment in a proper manner.

We focus on the high level modeling of multi-domain electronics-assisted systems to address system definition, architecture exploration, and system-level verification across the relevant physical domains [7-9].

The main contributions of this paper are:

- A full chain of efficient neural interface behavioral models with configurable parameters,
- Models implemented in a SystemC MDVP framework [10-12] which supports multi-domain (chemical, biological, electrical) systems integration and simulation, and
- The neural interface that has a high modularity and facilitates design space exploration and performance optimization.

The remainder of this paper is organized as follows. Section II describes the system architecture and the implemented neural interface front-end models. Section III provides an overview of SystemC modeling. Simulation results are given in Section IV and conclusions are drawn in Section V.

II. SYSTEM ARCHITECTURE AND IMPLEMENTED FRONT-END MODELS

A. Architecture Overview

The block diagram of the proposed multi-channel neural interface front-end model architecture is illustrated in Fig 2. The system consists of 128-channel (8×16 arrangement) front-end recording circuits (Fig. 2a). Each channel consists of an electrode, a low noise pre-amplifier, a band-pass filter, and a programmable gain post-amplifier (Fig. 2b). An ADC is shared by 16 post-amplifiers through time-multiplexing. With a sampling rate of 32 kS/s for each channel and 8-bit ADC resolution, the raw bit rate is 32.768 Mb/s. The current development of neural transmitter can achieve up to 50 Mb/s raw data rate transmission while consuming 5.6 mW [13]. With front-end circuits and signal processing parts typically consuming up to 20 μW/channel [14], the proposed model is feasible within the power consumption limit of 40 nW/cm² to ensure the tissue temperature does not increase more than 2 °C.

The front-end circuits precondition the neural signals read by the electrodes. In this way, they are ready to be processed by the back-end spike processing part of the neural interface system [15]. Multi-electrode arrays currently available consist of 10s to 100s electrodes and these numbers are projected to double every seven years [16]. The electrode is characterized by its charge density and impedance characteristics [17]. The impedance characteristics play a vital role in neural activity recording since they determine the amount of noise added to the signal. The value for the electrode impedance is between 10-100 kΩ [18]. This impedance determines the amount of thermal noise of the electrode and together with other noise sources, they generate a typical amount of total electrode noise between 5-10 μVrms for a 10 kHz recording bandwidth [19]. Two amplifiers in the neural interface front-end offer high gain without degrading the signal linearity. The first stage is a Low Noise Amplifier (LNA). DC electrode offset is in the order of up to 100s of millivolts and appears at the electrode-tissue interface. As a result, LNAs are usually designed to be AC-coupled to remove this offset. The specifications for this amplifier are: gains of 50-200×, bandwidths of 3-10 kHz, and Input-Referred Noise (IRN) of 2-10 μVrms [20-21]. The gain rolls off at high frequencies due to the device parasitic capacitances, thus a low pass response can be observed. The second stage is a programmable gain amplifier (PGA) with a gain in the range of 10-20× [19]. The band-pass filter accomplishes two tasks: to reject out-of-bands LFPs with the high pass response and to utilize the low pass response to...
prevent aliasing. The cut-off frequency is 100-300 Hz for high pass and 3-10 kHz for low pass [15]. The effect of phase distortion must be minimized since it has a significant impact on the subsequent signal processing. The typical specifications for the ADCs are 8-12 bit resolution and 16-32 kS/s sampling rate and these numbers set the numerical accuracy of the subsequent spike processing part [15]. The ADC is limited by the Signal-to-Noise Ratio (SNR), dynamic range, and the bandwidth of the signal. The non-idealities normally found in ADC implementations are offset and gain error, integral and differential non-linearities, aliasing and quantization effects.

**B. Neuron Cell Model**

The neuron cell is modelled as a Hodgkin-Huxley (HH) model, which is a mathematical model derived by Hodgkin and Huxley in 1952 to describe the generation of the neuron action potential [3]. Current can be carried through a membrane either by charging the membrane capacity or by moving the ions through the resistance parallel to the capacity,

\[ I = C_m \frac{dV}{dt} + I_i \]  

where \( I \) is the total membrane current density, \( C_m \) is the membrane capacity per unit area, \( V \) is the displacement of the membrane potential from its resting value, \( t \) is time, and \( I_i \) is the ionic current density. The ionic current is divided into components carried by sodium and potassium ions (\( I_{Na} \) and \( I_K \)) and leakage current (\( I_l \)).

\[ I_l = I_{Na} + I_K + I_l \]  

\( I_{Na} \) is equal to the sodium conductance (\( g_{Na} \)) multiplied by the difference between the membrane potential (\( V_{Na} \)) and the equilibrium potential for the sodium ion (\( E_{Na} \)). The same equation applies for \( I_K \) and \( I_l \):

\[ I_{Na} = g_{Na} (V_{Na} - E_{Na}) \]  

\[ I_K = g_K (V_{K} - E_{K}) \]  

\[ I_l = g_l (V_l - E_l) \]  

where \( g_K \) is the potassium conductance, \( E_K \) is the equilibrium potential for the potassium ion, \( g_l \) is the leakage conductance, and \( E_l \) is the equilibrium potential for the leakage current. \( g_{Na} \) and \( g_K \) are functions of time, where \( E_{Na}, E_K, E_l, C_m, \) and \( g_l \) may be considered as constants.

**C. Neuron Tissue Model**

The proposed neuron tissue model is illustrated in Fig. 3. The \( \times \) sign shows the location of the electrode tip and the \( \circ \) signs indicate the locations of the neuron cell models. Each electrode reads the signals from 16 neuron cells. As this model represents the extracellular recordings of the neurons, we perform some adjustments to the signals produced by the neuron cell models. Several differences exist between the recording of intracellular and extracellular signals [22-23]. One notable difference is the signal’s amplitude, where the amplitude of the measured extracellular signals could be two or three orders of magnitude smaller than their intracellular counterparts. Before the extracellular potential can be determined, first the transmembrane current must be calculated [22]. The electrical potential in the extracellular space is governed by the Laplace’s equation and at the boundaries

\[ (1/\rho) = J_m \]  

applies, where \( J_m \) is the transmembrane current density and \( \rho \) is the extracellular resistivity. Multiple current sources are combined linearly by the superposition principle. The membrane current in real neurons is distributed over elongated cylindrical processes. By using the line source approximation, we simplify the locating of the transmembrane net current for each neuron cell. The equation presenting the extracellular potential is

\[ V_{extracellular}(r,h) = (\pi/4\eta) \int_0^{\Delta s} \frac{Kn}{\Delta s^2 + (h - s)^2} ds \]  

where \( V_{extracellular} \) is the extracellular potential, \( r \) is the distance from the source to the measurement, \( h \) is the longitudinal distance from the end of the source line, and \( I = \Delta s + h \) is the distance from the start of the source line. This biological property of the extracellular potential measurement is included in the proposed SystemC MDVP model, where the signal amplitude of 4 closest neurons to the electrode tip is higher than the signal amplitude of the other 12 neurons. Each neuron fires a spike once in 100 milliseconds with different random delay, which represents the different activity of neurons in a neural network with 10 Hz firing rate. When the number of channels (electrodes) in the interfacing system increases, the number of neurons that are read also increases. The relation between these two numbers is

\[ n_{neuron} = \left( \frac{\sqrt{n_{channel}}}{2 + 3} \right)^2 \times \left( \frac{\sqrt{n_{channel}}}{2 + 3} \right)^2 \]  

\[ n_{channel} = 1, 4, 16, 64, \ldots \]  

\[ n_{channel} = 2, 8, 32, \ldots \]  

where \( n_{neuron} \) is the number of neurons and \( n_{channel} \) is the number of channels. Fig. 4 shows the neuron tissue model with \( n_{channel} = 4 \), which leads to \( n_{neuron} = 25 \). The 4 colored circles indicate the 4 nearest neurons for each electrode. The circles for 12 further neuron are not displayed for the ease of viewing.

---

Fig. 3. Neuron tissue model illustration. \( \times \) indicates the electrode tip location and \( \circ \) indicates the neuron cell model locations.

Fig. 4. Neuron tissue model illustration with 4 channels and 25 neurons. The 4 colored circles indicate the 4 nearest neurons for each electrode.
D. Electrode Model

The noise of the electrode model consists of: tissue/bulk thermal noise, electrode-electrolyte interface noise, electronic noise, and biological noise [5], which are illustrated in Fig. 5. The tissue/bulk thermal noise can be expressed as

\[
\Delta V_n^{\text{tissue}} = 4kT R_b \Delta f = kT \frac{\rho_{\text{tissue}}}{r_t} \Delta f
\]

where \( k \) is the Boltzman constant, \( T \) is the temperature, \( R_b \) is the bulk resistance, \( \rho_{\text{tissue}} \) is the tissue/electrolyte resistivity, \( r_t \) is the radius of the electrode, and \( \Delta f = f_2 - f_1 \) is the bandwidth of the measurement, with \( f_2 \) being the upper corner and \( f_1 \) the lower corner of the filter. The electrode noise can be expressed as

\[
\Delta V_n^{\text{elec}} = 2kT \alpha \tan^{-1} 2\pi R_c e \Delta f \left\{ f = f_2 \right\}
\]

where \( R_c \) is the charge transfer resistor, \( C_d \) is the double-layer capacitor, \( C_o \) is the pseudocapacitor, and \( \alpha = C_o / (C_o + C_d) \).

The biological noise is generated by the spiking activity of distant neurons and the values are extracted from in vivo measurements [5]. We use a fixed value for \( \rho_{\text{tissue}} \) in (9), which is 300 \( \Omega \) cm. The configurable parameters for this model are electrode diameter (\( d_s \)), upper corner frequency (\( f_2 \)), and lower corner frequency (\( f_1 \)) of the filter.

E. Amplifier Model

Fig. 6 shows the circuit implementation for the first amplification stage (LNA), which is composed of an Operational Transconductance Amplifier (OTA) and a feedback network. The gain of the amplifier is given by the ratio between the two capacitances in the feedback network \( G_{\text{amp}} = C_l / C_2 \). The IRN is given by

\[
\Delta V_{\text{irn-amp}} = 1 + \frac{1}{G_{\text{amp}}} \left( 1 + \frac{C_m}{C_2} \right)^2 \frac{16kT}{3g_m} f_{\text{neuron}}
\]

where \( C_m \) is the input capacitance of the OTA, \( g_m \) is the transconductance of the OTA, and \( f_{\text{neuron}} \) is the action potential signal bandwidth [19]. The cut-off frequency of the low pass response can be adjusted by varying the load capacitance \( C_L \).

G. ADC Model

The second amplification stage is implemented with non-inverting resistive negative feedback [19]. The configurable parameters for this amplifier model are gain and bandwidth. The low pass response is implemented with first order low pass Butterworth response.

F. Bandpass Filter Model

The band-pass filter is implemented as an active filter, constructed by cascading a high-pass and a low-pass filter. This method is chosen since this band-pass filter is used as a wideband filter, with a ratio of the upper and lower cut-off frequency over 2. The circuit implementation for the second order low-pass filter is illustrated in Fig. 7. It consists of resistors, capacitors, and an OTA [24-25]. Each of these components generate noise with different transfer function. The total noise at the output of this filter is derived from all the noise sources and their corresponding transfer function [24]:

\[
\Delta V_{\text{BP}}^2 = \sum_{i=1}^{m} |T_i| (V_n)^2
\]

where \( T_i \) is the transfer function of the \( i \)-th noise source and \( (V_n)^2 \) is the \( i \)-th noise source. High-order filters are implemented by cascading several first and second order filters [25]. Filters with an even order number consist of second-order stages only, while filters with an odd order number include an additional first-order stage at the beginning. A high-pass filter is implemented by replacing the resistors of a low-pass filter with capacitors and its capacitors with resistors. The parameters that can be selected for the band-pass filter model are: filter type, filter order, and filter low and high cut-off frequency. The types of filter that can be chosen are Butterworth and Bessel. The user can choose between 2, 4, 6, or 8 as the filter order. Both the high-pass filter and the low-pass filter have the same filter order. The numerator and denominator constants for each type of filters are defined based on the order and the cut-off frequency chosen. These constants are then used by the Laplace transfer function solver in the SystemC MDVP framework to construct the desired band-pass filter [10-12].
ADCs noise is illustrated in Fig. 9 [6]. The scheme in Fig. 9a is used to compute the ideal quantization noise $V_{n,qi}$. In this figure, an ideal ADC is used and $V_{in}$ is the analog input, $B$ is the SAR ADC resolution, and $V_{DAC}$ is the reconstructed analog signal. In Fig. 9b, a non-ideal ADC is used and $V_{n,\text{tot}}$ is the measure of combined effect of quantization and physical noise in this noisy system. When $V_{n,\text{tot}}$ is subtracted by $V_{n,qi}$ obtained from Fig. 9a, the physical measure of the thermal noise $V_{n,\text{th}}$ is obtained. A statistical analysis in [6] derives the total ADC thermal noise as

$$V_{n,\text{ADC}}^2 = \frac{kT}{C_{tot}} + F_{2,n,BC} \left( \frac{1.6kT + V_{\text{comp}}^2}{C_{tot} \cdot \text{LSB}} \right) \times \left( \frac{1.6kT}{C_{tot}} + V_{\text{comp}}^2 \right)$$  (13)

where $C_{tot}$ is the total capacitance of the capacitive DAC network, $F_{2,n,BC}$ is the noise voltage gain factor in the Bit-Cycling (BC) phase, $V_{\text{comp}}^2$ is the intrinsic noise of the comparator, and LSB is the ADC resolution in voltage. The SAR ADC model is built with configurable resolution (number of bits), input range, and sampling rate.

III. SYSTEMC/SYSTEMC-AMS MODELING

The complexity of Systems-on-Chips (SoCs) keeps increasing and has reached a state where a gate-level and Register Transfer Level (RTL) simulation are not feasible to characterize and explore the use-case scenarios. Building models at these abstraction levels are time consuming and the complete models are only available at a late phase of the system design, leading to slow simulation for complex systems. SystemC provides a possibility of higher abstraction level modeling, which includes fewer architecture details and higher simulation speed [11]. SystemC is a C++ class library that allows functional modeling of complex systems. SystemC-AMS is a SystemC analog and mixed-signals (AMS) extension, which is used to describe analog behavior of electronic components [12]. SystemC-AMS language elements are illustrated in Fig. 10. SystemC-AMS supports 3 modeling formalisms, which are Timed Data Flow (TDF), Linear Signal Flow (LSF), and Electrical Linear Networks (ELN). TDF modeling is based on synchronous data flow modeling formalism and considers data as signal sampled in time. LSF modeling treats behavior as relations between variables of a linear algebraic equations set and the block diagram consists of predefined LSF modules, such as adders, multipliers, and integrators. An ELN network is composed of primitive modules (resistors, inductors, capacitors, voltage sources, etc.) which are interconnected by ELN nodes. The synchronization layer provides the possibility for multi-domain integration and design space exploration. We develop a SystemC MDVP platform for multi-domain parameter studies, such that an experimental analysis can be performed with biological parameters without the need for in vivo experiments. Scientists will be able to experiment with a large number of chemical compound concentrations and with a large number of neuron cells (10000) enabling them to verify measured parameters with simulation generated parameters. SystemC MDVP designs can be synthesized into gate-level HDLs using various synthesis tools, such as Xilinx Vivado HLS [26] and Mentor Catapult C++ [27]. TDF modeling formalism is used to implement the proposed models. Fig. 11 and Fig. 12 shows part of the SystemC MDVP code for the proposed electrode model and band-pass filter model, respectively.

IV. SIMULATION RESULTS

The functionality of the LNA model is verified by setting the gain to 100× and the bandwidth to 10 kHz. The input signal is the summation of three sine waves, each with 100 $\mu$V (-80 dB) amplitude and 1 Hz, 1 kHz, and 100 kHz frequency, respectively. Fig. 13 shows the output of the LNA model in frequency domain. The signal within the bandwidth is amplified by 100 (40 dB) from 100 $\mu$V (-80 dB) to 10 mV (-40 dB), while the signal outside the bandwidth stays at -80 dB. In verifying the band-pass filter model, we specified the filter
type as Butterworth and the band-pass filter order as 4, thus the filter is constructed by a second order low-pass filter and a second order high-pass filter. The low cut-off frequency is set to 10 Hz and the high cut-off frequency to 10 kHz. The input signal for this simulation is the output of the LNA model simulation. Fig. 14 shows the output of the band-pass filter model simulation in frequency domain. The signal with 1 Hz and 10 kHz frequency are attenuated by -40 dB, which fits the roll-off of a second order Butterworth filter. The SAR ADC model is tested by setting the number of bits to 8, the input range between -0.5 V and 0.5 V, and the sampling rate to 512 kS/s. A 217.022 kHz sine wave with 0.5 V amplitude is used as the input signal for this simulation. The output of this simulation in frequency domain can be seen in Fig. 15. To simulate the multi-channel model, we make use of the neuron tissue model to produce 128 neural signals to be read by the electrodes. The multiplexing rate of the multiplexer (\(f_{s,\text{mux}}\)) and the sampling rate \(f_{s,\text{ADC}}\) of the SAR ADC are 512 kS/s (16 × 32 kS/s) since the ADC is used to convert the analog output of 16 PGAs. The simulation parameters for each block of the neural interface front-end are listed in Table I.

The electrode output in one of the channels can be seen in Fig. 16. The thermal noise and the biological noise are present in the output of this electrode. Fig. 17 shows the output of the PGA in this channel. In Fig. 18 we can observe the output of the multiplexer, which are used by this channel. More spikes, which come from the other 15 PGAs, are present.
V. CONCLUSION

We present a high-level behavioral model of a 128-channel time-multiplexed neural interface front-end implemented in a SystemC MDVP framework. The SystemC MDVP framework is the result of H-INCEPTION project and provides a quick design validation and supports multi-domain design integration. Chemical properties of the neuron cell model, biological characteristics of the tissue-electrode interface, and electrical components, both analog and digital, from the neural interface system can be integrated and simulated in a single environment.

A 128-channel neural interface front-end model is constructed by using 8×16-channel front-end recording circuits. Each channel consists of an electrode, a low noise pre-amplifier, a band-pass filter, and a programmable gain post-amplifier. 16 channels shares a SAR ADC through time-multiplexing. Neuron cell and neuron tissue model are built based on the HH model and the output of these models are used as the input signals for simulating the proposed multi-domain model. The models are verified with realistic settings and appropriate input signals.
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