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Abstract. Multicore and manycore processors are now ubiquitous, but parallel programming remains as
difficult as it was 30-40 years ago. In this talk, I will argue that these problems arise largely from the
computation-centric abstractions that we currently use to think about parallelism. In their place, I will
propose a novel data-centric foundation for parallel programming called the operator formulation in which
algorithms are described in terms of unitary actions on data structures. This data-centric view of parallel
algorithms shows that a generalized form of data-parallelism called amorphous data-parallelism is ubiqui-
tous even in complex, irregular graph applications such as mesh generation and partitioning algorithms,
graph analytics, and machine learning applications. Binding time considerations provide a unification of
parallelization techniques ranging from static parallelization to speculative parallelization. We have built
a system called Galois, based on these ideas, for exploiting amorphous data-parallelism on multicores and
GPUs. I will present experimental results from our group as well as from other groups that are using the
Galois system.
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